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ABSTRACT

Nearly all life-cycle models adopt Yaari's (1965) assumption that individuals know the survival probabilities that they face. Given that an individual's exact survival probabilities are likely unknown, we explore the implications of relaxing this assumption. If there is no annuity market, then the welfare cost of survival ambiguity is large and regressive. Individuals would pay as much as 1% of total lifetime consumption for immediate resolution of ambiguity and the bottom income quintile is 4 times worse off than the top quintile. Alternatively, with the availability of competitive annuity contracts, survival ambiguity is welfare improving because it allows competitive insurance companies to pool risk across survival types. Even though Social Security and annuities share some properties, Social Security does not help to hedge survival ambiguity.

Frank N. Caliendo
Department of Economics and Finance
Utah State University
Logan, UT 84322-3565
frank.caliendo@usu.edu

Aspen Gorry
John E. Walker Department
of Economics
Clemson University
228 Sirrine Hall
Clemson, SC 29631
aspen.gorry@gmail.com

Sita Slavov
Schar School of Policy and Government
George Mason University
3351 Fairfax Drive, MS 3B1
Arlington, VA 22201
and NBER
sslavov@gmu.edu
1. Introduction

Starting with Yaari’s (1965) classic model of survival uncertainty, numerous papers establish that annuitization protects individuals against longevity risk. However, in practice, private annuity markets are limited and individuals often fail to annuitize their wealth even when it would appear to be in their interest to do so (see, e.g., Mitchell, Poterba, Warshawsky, and Brown (2001)). A common explanation for why private annuity markets are so thin is asymmetric information, which gives rise to adverse selection. For example, Finklestein and Poterba (2004) document that individuals sort into different types of annuity contracts based on observed mortality. Adverse selection is often cited as a rationale for a universal Social Security system that effectively forces all individuals to purchase annuities.1

Yaari (1965), Sheshinski (2008) and the other papers on which these arguments are based generally make two crucial assumptions about survival uncertainty.2 First, individuals are risk neutral over the length of life. Second, individuals know the survival probabilities that they face as they plan for the future. Bommier (2006) examines the implications of relaxing the first assumption and shows that risk aversion over length of life can lead to dynamic inconsistency under certain conditions. In this paper we study the implications of relaxing the second assumption. We argue that individuals are unlikely to know the exact survival probabilities that they face because many factors that determine these probabilities are unobservable. In particular we assume that individuals face ambiguity about the length of their lives.3

Interestingly, the effect of survival ambiguity on welfare (expected utility) depends crucially on the structure of the insurance market. Ambiguity about survival probabilities has a significant welfare cost when there are no private annuity markets. However, it is welfare improving when there are private annuity markets because it allows additional risk pooling by insurance companies. Together, these findings imply that competitive annuities provide larger welfare gains under ambiguity than with only survival risk, in contrast to the welfare gains from annuities in a setting with asymmetric information. Finally,  

---

1 Some recent papers have called this rationale into question. Caliendo, Guo, and Hosseini (2014) show that in general equilibrium, Social Security crowds out bequests, and this crowding out effect can offset the welfare improvement from mandatory annuitization. Hosseini (2015) shows that most of the welfare gain from Social Security is offset by the fact that Social Security crowds out private annuity purchases by high-mortality individuals, thereby worsening adverse selection and driving up prices in private annuity markets. Brown, Kapteyn, Luttmer, and Mitchell (2016) review a number of factors that could reduce the demand for annuities relative to Yaari’s full annuitization result.

2 Beyond survival uncertainty, Yaari made a variety of other assumptions such as expected utility maximization, intertemporally separable utility, actuarially fair annuities, and market completeness. These assumptions have been relaxed systematically by Davidooff, Brown, and Diamond (2005) among others.

3 We use the terms uncertainty and risk interchangeably, as both refer to the case in which the distribution of a random variable is known. We reserve the word ambiguity for the case in which the distribution of a random variable is unknown. In our context, the length of life is a random variable and individuals do not know the exact distribution from which their survival is drawn. In our terminology, a “survival function” is the probability of surviving to each age, which is one minus the c.d.f. over the random date of death.
we find that while Social Security may insure against longevity risk, it does not insure against survival ambiguity.

In order to quantify the welfare cost of survival ambiguity, the amount of ambiguity facing individuals must be measured. To address this challenge, we make two assumptions. First, there are only two survival types: high and low, where the survival probability of the former strictly exceeds that of the latter at each age. Second, the length of life is a compound lottery: individuals don’t know how long they will live and they don’t know their exact survival function, but they know the set of survival functions from which theirs is drawn. Of course, in reality there are potentially more than two types (we consider a continuum of types in the appendix) and a compound lottery is only one way to model ambiguity (we could have instead assumed that the set of survival functions is unknown). The advantage of these assumptions is that they allow us to use mortality data to identify the extent of the survival ambiguity that individuals face. As an application, by allowing individuals to form prior expectations based on their income quintile, we can identify their priors and the two survival functions by fitting survival data for each income quintile (Cristia (2009)) to an expected survival function for each quintile. Here, the resulting survival function for each quintile is a probabilistic weighted average of the survival functions of the two underlying survival types. This procedure generates a measure of survival ambiguity by income quintile.

We first consider the case in which annuity markets are closed. Given the lack of demand for private annuities, this is the typical case considered in the macroeconomics and public economics literatures. In this setting, consumption and saving decisions under ambiguity are distorted away from their full information counterparts where the individual fully optimizes based on a known survival function. Quantitatively, our measured ambiguity generates a welfare cost that is large and regressive. Individuals would pay as much as 1% of total lifetime consumption to know their survival function, and ambiguity hurts the bottom income quintile 4 times more than it hurts the top quintile. The welfare cost of survival ambiguity is regressive because the poor rationally believe there is a good chance that they are a low

---

4In addition to survival ambiguity, individuals face a variety of uncertainties and difficulties when planning and saving for retirement. While not considered here, many of these issues have been tackled previously in the literature, including uncertainty about medical expenses (De Nardi, French, and Jones (2010)), career length risk (Grockulski and Zhang (2013), Caliendo, Casanova, Gorry, and Slavov (2016)), wage and interest rate risk (Chai, Horneff, Maurer, and Mitchell (2011), Vidangos (2009)), as well as policy uncertainty (Gomes, Kotlikoff, and Viceira (2007), Luttmer and Samwick (2012), Caliendo, Gorry, and Slavov (2016), Kitao (2016)) and limits on financial literacy (Lusardi and Mitchell (2007), Lusardi and Mitchell (2008), van Rooij, Lusardi, and Alessie (2012), Lusardi, Michaud, and Mitchell (2017), Ameriks, Caplin, and Leahy (2003), Campbell (2006)).

5Edwards (2008) calculates that individuals would give up about 6 months of mean life span in exchange for a one-year reduction in the standard deviation. While this has a similar flavor to our results, he does not consider the case of survival ambiguity; individuals in his model know the probabilities of surviving to future ages. Likewise, there is a large literature (both theoretical and empirical) that seeks to assess the value of a life through cost-benefit analysis of life saving technologies (e.g., Bommier and Villeneuve (2012)). We depart from this literature by focusing on the value of information about survival probabilities.
survival type, which causes them to save very little relative to what they would save if they knew they were a high type. Essentially, ambiguity causes a painful “undersaving” problem among the poor who are the high survival type.

Our calculations can be interpreted as a lower bound on the cost of ambiguity for two reasons. First, we do not assume that individuals are ambiguity averse. Survival ambiguity is costly in our model not because people dislike ambiguity per se, but because it causes potentially large distortions to consumption-saving decisions. Individuals either save too much or they save too little relative to the case in which survival probabilities are known. Adding a distaste for ambiguity would further increase the welfare cost of ambiguity. Second, we do not assume individuals are prone to any type of irrational behavior. We follow the approach of Sheshinski (2008) in considering the standard model with rational individuals and information constraints. Individuals in our model have rational prior beliefs about the survival probabilities that they face, and they rationally update those beliefs according to Bayes’ rule. This assumption preserves the dynamic consistency property of the original model—an example of a more general theorem developed by Epstein and Le Breton (1993). Moreover, this assumption allows us to model ambiguity in a way that is consistent with empirical evidence showing that subjective survival beliefs in surveys are close to average survival rates in the data (Hurd and McGarry (1995)). In other words, individuals in our model cope with ambiguity in a way that minimizes its welfare cost. However, we potentially overstate the welfare cost by assuming there are only two survival types and by assuming individuals form survival expectations based solely on their position in the income distribution.

In addition to the welfare issues described above, distinguishing between survival risk and ambiguity has important implications for saving rates. For more than 50 years economists have debated whether the rich save a larger fraction of their lifetime income than the poor. Dynan, Skinner, and Zeldes (2004) confirm that the rich do indeed save more. We find that differential mortality with ambiguity is a

---

6Dimmock, Kouwenberg, Mitchell, and Peijnenburg (2016) estimate that half of the population are ambiguity averse, and they argue that ambiguity aversion helps to explain stock market participation and portfolio decisions that otherwise appear puzzling.

7Brown, Kapteyn, Luttmer, and Mitchell (2016) quantify the degree to which individuals are cognitively constrained in their internal valuation of annuities. We abstract from limits on cognition.

8In an extension, we test the robustness of our welfare results to the binary ambiguity calibration procedure. We allow for a continuum of survival types so that the individual’s true survival function may take any form, rather than just two types. When we redo our structural calibration with this assumption we find that, while the welfare cost of ambiguity is smaller in this case than in the case of binary ambiguity, the regressivity result persists.

9They use a three-period life-cycle model to compare the saving behavior of the top and bottom income quintiles and they conclude that a bequest motive, when coupled with an assumption that earnings are mean reverting across generations, can potentially explain why the rich save more. Rich parents want to bequeath large sums of wealth to their relatively poor kids, whereas poor parents are less interested in bequeathing wealth to their relatively rich kids. They also find that means-tested welfare programs could explain the saving rate gap, but late-life health expense shocks cause the poor to save more because paying for a fixed health expense would require aggressive saving by the poor. They do not consider survival
potential source of variation in saving rates. Ambiguity about mortality risk erases some but not all of the gap in saving rates that is otherwise generated by differential mortality.

Next we consider the case in which competitive annuity contracts exist. While survival ambiguity reduces welfare in the model without annuities, ambiguity increases welfare in a world with annuities. Even though ambiguity distorts decisions away from optimal decisions in an environment where individuals know their type, it allows competitive insurance companies to pool risk across survival types since neither individuals or companies have information about an individual’s type. This contrasts with a world of full information in which competitive insurance companies would separate individuals by survival type. This risk sharing ensures that welfare is higher with ambiguity than without ambiguity. Brugiavini (1993) makes a similar point, showing that when individuals do not know their survival probabilities, they purchase annuities early in life in order to insure against this added layer of uncertainty. This is also reminiscent of a point made by Sheshinski (2008), in which he considers the superiority of long-term annuity contracts that provide risk sharing across survival classes relative to short-term contracts that do not.

The two main results that we have documented thus far—ambiguity is welfare reducing in the absence of annuities but is welfare improving the presence of annuities—combine to create a final result: the welfare gains from competitive annuities are understated in Yaari-style models that feature only survival risk. This has important implications for how we think about the insurance value of annuitization. Annuitization provides a hedge against survival risk as past studies have established, but with ambiguity annuities also pool risk across survival type. They insure survival risk by utilizing the assets of the deceased to provide a premium to surviving annuitants and they insure survival type by paying a premium that reflects pooling across unknown survival types. For instance, while Davidoff, Brown, and Diamond (2005) and others have documented large welfare gains from annuitization in various extensions of Yaari’s model, these estimates underestimate the value of annuitization by focusing only on survival risk while abstracting from ambiguity. Likewise, the large effort in the literature to rationalize the lack of demand for annuities typically assumes that annuities only insure survival risk rather than confronting the possibility that they insure both survival risk and survival type. Hence, while asymmetric information about survival risk can rationalize thin annuity markets, ambiguity about survival risk makes thin annuity markets even more puzzling.

Finally, given that a rationale for Social Security is that it provides longevity insurance, we consider

\[ ambiguity. \]
\[ ^{10} \text{See Brown (2007) and Brown, Kling, Mullainathan, and Wrobel (2008) for a review of this literature.} \]
whether Social Security helps individuals insure against survival ambiguity and whether this insurance is greater for poor than rich. The answer to both questions is no. Social Security and annuities both pay benefits for as long as individuals live and both can provide an implicit rate of return that exceeds the market return by making use of the fact that benefits are paid only to survivors. Ceterus paribus, this feature of Social Security can deliver large welfare gains. However, Social Security does not provide a hedge against survival ambiguity because benefits are the same whether or not individuals face survival ambiguity under current Social Security policy. That is, the program pools survival types in the payment of benefits independent of any information individuals have about their survival type. Moreover, a Social Security system that is more generous to the poor does not change the fact that Social Security benefits are not conditioned on one’s (lack of) information about survival type, so the program does not affect the individual’s willingness to pay for immediate resolution of ambiguity.

Our approach contrasts with other approaches to studying how individuals update information about survival probabilities. Other methods include modeling health status and adverse health shocks more directly. For instance, Reichling and Smetters (2015) allow mortality probabilities to be stochastic, and they show that negative health shocks that reduce life expectancy and are correlated with negative income shocks will tend to dramatically reduce the demand for annuity contracts. In contrast, our model implies that annuities are even more valuable in the presence of ambiguity.\textsuperscript{11} Cocco and Gomes (2012) analyze the demand for a potential financial instrument that they call a “longevity bond” whose returns would be correlated with longevity shocks. The individual welfare gain from a longevity bond is similar in spirit to our calculations of the value of knowing one’s longevity risk. The difference is that individuals in their model are hit with aggregate longevity shocks each period, whereas individuals in our model don’t know their longevity type and update their beliefs as they age. The distributional effects of the two models are distinctly different: in their model high-income individuals with above average longevity benefit more from hedging longevity shocks, whereas in our model low-income individuals benefit more from knowing their survival type.\textsuperscript{12}

Finally, more dramatic departures from the way we model information could include individuals whose health types are partially known by say family history or genetic testing, or there could be individuals

\textsuperscript{11}Our paper differs from Reichling and Smetters in a few technical ways as well. First, to introduce stochastic mortality probabilities, they compute 3-state health transition probabilities for the entire population, with different survival probabilities tied to each health state. We take a different approach: we structurally calibrate the degree of ambiguity facing individuals of each income quintile, and we assume individuals never fully learn their true survival probabilities but instead they Bayesian update their beliefs as they age.

\textsuperscript{12}Huang, Milevsky, and Salisbury (2011) also study a model with stochastic mortality rates. But as in the other papers cited above, they do not address the welfare cost of survival ambiguity.
that misestimate their longevity risk due to some behavioral bias. Our method utilizes the well-known empirical fact that mortality risk is strongly connected to income class (e.g., Cristia (2009)). While behavioral biases about survival ambiguity in a non-expected utility framework may help to explain various savings puzzles as in Groneck, Ludwig, and Zimper (2014) and Heimer, Myrseth, and Schoenle (2016), we seek to understand the welfare implications of survival ambiguity in a rational framework with only information constraints.\footnote{Gan, Gong, Hurd, and McFadden (2015) find that observed wealth levels are better explained by a model featuring individual-level subjective survival beliefs than by a model with average survival rates from the data. Also see Gan, Hurd, and McFadden (2005).}

2. Theory

This section develops our concept of survival ambiguity and shows how to compute welfare costs in a simple theoretical framework. The next section extends the simple model with survival ambiguity to a life-cycle consumption-saving framework. All derivations are in Appendix A.

We consider an environment where individuals face survival risk and differ by survival type, where the survival type captures the survival probabilities that a given individual faces. Time is indexed by $t$. For simplicity, time starts at $t = 0$ and ends no later than $t = T$. Survival risk implies that the decision problem will end suddenly at $t = t_1 \in [0, T]$. When the individual does not face ambiguity, the stop date $t_1$ is a continuous random variable, with probability density $\phi(t_1)$ and sample space $[0, T]$ where $\int_0^T \phi(t_1) dt_1 = 1$.

In this environment, survival ambiguity means that the individual does not know their survival function. That is, beyond the survival risk that arises from the fact that the sudden stop $t_1$ is a random variable, the decision maker does not know the density function over which this random variable is defined.

To begin, we assume that there are just two survival types, high and low. That is, $\phi(t_1) \in \{\underline{\phi}(t_1), \bar{\phi}(t_1)\}$. With just two types we can let $p = \text{prob}[\phi(t_1) = \underline{\phi}(t_1)]$ be the probability that the individual is the low type and $(1 - p) = \text{prob}[\phi(t_1) = \bar{\phi}(t_1)]$ be the probability that the individual is the high type. Although we stick to this simple formulation throughout the paper, we consider the case where $\phi(t_1)$ can be any convex combination of $\underline{\phi}(t_1)$ and $\bar{\phi}(t_1)$ in Appendix B. In both cases, our setup models survival ambiguity as a compound lottery.

The control variable $u(t)$ is unconstrained, and without loss of generality the state variable $x(t)$ is constrained only at the initial and maximum points in time, $x(0) = x_0$ and $x(T) = x_T$. Stopping point uncertainty together with ambiguity about that uncertainty can all be compressed neatly into a discount
function in the objective functional (see Appendix A for a derivation), and the dynamic optimization can be stated as follows.

For any concave, continuously differentiable payoff function $f(t, u(t), x(t))$ and constraint function $g(t, u(t), x(t))$, and with survival functions $\Phi(t) = \int_t^T \phi(t_1) dt_1$ and $\bar{\Phi}(t) = \int_t^T \bar{\phi}(t_1) dt_1$ for notational convenience, the decision maker solves

$$\max_{u(t) \in [0, T]} J = \int_0^T \left[ p\Phi(t) + (1-p)\bar{\Phi}(t) \right] f(t, u(t), x(t)) dt$$

subject to

$$\frac{dx(t)}{dt} = g(t, u(t), x(t)) \text{ for } t \in [0, T]$$

$$x(0) = x_0, \ x(T) = x_T.$$

This is the problem that a decision maker would solve from the perspective of $t = 0$. As time advances, the initial solution remains optimal if and only if the individual updates the likelihood of being a low survival type using Bayes’ rule (Epstein and Le Breton (1993)). In other words, Bayesian updating ensures that decision making under survival ambiguity is dynamically consistent (see Appendix A for a proof).

In order to define a measure of the welfare cost of survival ambiguity, we define solutions for three separate control problems, each subject to the same constraints as above. In the first problem the decision maker faces ambiguity as above. In the second problem the decision maker knows that he is the low type, $\Phi(t) = \Phi(t)$. Finally, in the third problem the decision maker knows that he is the high type, $\Phi(t) = \bar{\Phi}(t)$. Hence,

$$\{u^*(t|p), x^*(t|p)\} = \arg \max \left\{ \int_0^T \left[ p\Phi(t) + (1-p)\bar{\Phi}(t) \right] f(t, u(t), x(t)) dt \right\}$$

$$\{u(t), x(t)\} = \arg \max \left\{ \int_0^T \Phi(t) f(t, u(t), x(t)) dt \right\}$$

$$\{\bar{u}(t), \bar{x}(t)\} = \arg \max \left\{ \int_0^T \bar{\Phi}(t) f(t, u(t), x(t)) dt \right\}.$$

Next define the objective functionals associated with these three problems:

$$J^*(u, x) = \int_0^T \left[ p\Phi(t) + (1-p)\bar{\Phi}(t) \right] f(t, u(t), x(t)) dt$$

---

14Sozou (1998) also considers Bayesian learning about survival uncertainty. He shows that Bayesian learning, together with specific assumptions about prior beliefs, can cause the decision maker to discount the future hyperbolically. We show that Bayesian learning is a necessary condition for dynamically consistent decision making under survival ambiguity.
\[ J(u, x) = \int_0^T \Phi(t)f(t, u(t), x(t))dt \]

\[ \tilde{J}(u, x) = \int_0^T \tilde{\Phi}(t)f(t, u(t), x(t))dt. \]

With these definitions, we can define the welfare cost of ambiguity.

**Definition 1 (Welfare Cost of Ambiguity).** The cost of ambiguity \( \Delta \) is the fraction of the optimal control that the decision maker would give up to know \( \Phi(t) \).

\[ pJ(u(1-\Delta), x) + (1-p)\tilde{J}(\tilde{u}(1-\Delta), \tilde{x}) = J^*(u^*, x^*) = pJ(u^*, x^*) + (1-p)\tilde{J}(u^*, x^*). \]

It is useful to note the variance of survival ambiguity. For any moment in time \( t \), \( \Phi(t) \) is a random variable with variance\(^{15}\)

\[ \sigma^2(t|p) = (1-p)p[\Phi(t) - \tilde{\Phi}(t)]^2. \]

This implies that to make a fair comparison of the cost of ambiguity across two decision makers that holds the level of ambiguity constant for two different levels of beliefs, one who faces \( p = p' \) and the other \( p = p'' \), requires

\[ \sigma^2(t|p') = \sigma^2(t|p'') \implies (1-p')p' = (1-p'')p'' \implies p' = 1 - p''. \]

Of course, two different decision makers could face different degrees of ambiguity in actuality.

### 3. Life-Cycle Model without Annuities

We now apply our simple framework to a life-cycle consumption saving problem in which annuity markets are closed. Consider an individual who is born at \( t = 0 \) and passes away no later than \( t = 1 \). We think of \( t = 0 \) as age 25 and \( t = 1 \) as age 100. Survival to any future date is uncertain. The individual’s survival type is either low, \( \Phi(t) \), or high, \( \tilde{\Phi}(t) \). The individual faces ambiguity about his survival type. He initially believes that he is a low type with probability \( p \) and a high type with probability \( 1 - p \). The probabilities are updated as the individual survives using Bayes’ rule.

\(^{15}\)This is derived by simplifying the following equation

\[ \sigma^2(t|p) = p\{\Phi(t) - [p\Phi(t) + (1-p)\tilde{\Phi}(t)]\}^2 + (1-p)\{\tilde{\Phi}(t) - [p\Phi(t) + (1-p)\tilde{\Phi}(t)]\}^2 
   = p(1-p)^2[\Phi(t) - \tilde{\Phi}(t)]^2 + (1-p)p^2[\tilde{\Phi}(t) - \Phi(t)]^2, \]

etc.
The individual’s utility function is CRRA, \( c(t)^{1-\sigma}/(1 - \sigma) \), and in addition to mortality risk, the individual discounts future utility due to impatience at rate \( \rho \). Consumption spending is \( c(t) \) and the stock of assets is \( k(t) \), which earns interest at the risk-free rate \( r \). The individual starts with no assets and he cannot plan to hold debt at the maximum possible age. Finally, the flow of disposable income is \( y(t) \).

The individual solves

\[
\max_{c(t)_{t \in [0,1]}}: J^* = \int_0^1 \left[ \frac{p\Phi(t) + (1-p)\Phi(t)}{e^{-\rho t}} c(t)^{1-\sigma}} \frac{1}{1 - \sigma} \right] dt
\]

subject to

\[
\frac{dk(t)}{dt} = rk(t) + y(t) - c(t)
\]

\[
k(0) = 0, \quad k(1) = 0.
\]

The solution to this problem is

\[
c^*(t|p) = \frac{\int_0^1 e^{-rv}y(v)dv}{\int_0^1 e^{-rv+(r-\rho)v/\sigma}\Phi(v)^{1/\sigma}dv} e^{(r-\rho)t/\sigma} [p\Phi(t) + (1-p)\Phi(t)]^{1/\sigma}.
\]

On the other hand, if the individual knows his survival type at date 0, then he would follow either

\[
c(t) = \frac{\int_0^1 e^{-rv}y(v)dv}{\int_0^1 e^{-rv+(r-\rho)v/\sigma}\Phi(v)^{1/\sigma}dv} e^{(r-\rho)t/\sigma} \Phi(t)^{1/\sigma}
\]

or

\[
\bar{c}(t) = \frac{\int_0^1 e^{-rv}y(v)dv}{\int_0^1 e^{-rv+(r-\rho)v/\sigma}\Phi(v)^{1/\sigma}dv} e^{(r-\rho)t/\sigma} \Phi(t)^{1/\sigma}.
\]

Using our definition from the previous section, the welfare cost of ambiguity \( \Delta \) satisfies

\[
p \int_0^1 \Phi(t)e^{-\rho t} \left[ \frac{c(t)(1 - \Delta)}{1 - \sigma} \right]^{1-\sigma} dt + (1-p) \int_0^1 \Phi(t)e^{-\rho t} \left[ \frac{\bar{c}(t)(1 - \Delta)}{1 - \sigma} \right]^{1-\sigma} dt
\]

\[
= \int_0^1 \left[ p\Phi(t) + (1-p)\Phi(t) \right] e^{-\rho t} c^*(t|p)^{1-\sigma} \frac{1}{1 - \sigma} dt
\]

\[\text{We follow the standard approach of assuming that utility is additively separable across time. Bommier (2006) and Bommier and Villeneuve (2012) argue that this implies risk neutrality with respect to the length of life (or it implies risk aversion with an infinite weight on life relative to consumption—a “priceless life”). While we stick with standard preferences in order to understand the consequences of extending the classic Yaari (1965) model to include ambiguity, a possible extension would be to consider non-additive preferences. While there is less scope in our paper for considering risk aversion over lifespan because lifespan is exogenous, risk aversion would affect intertemporal consumption decisions and welfare.}\]
or
\[ \Delta(p) = 1 - \left( \frac{\int_0^1 [p\Phi(t) + (1-p)\Phi(t)]e^{-\rho\sigma}c(t)p(1-\sigma)dt}{p\int_0^1 \Phi(t)e^{-\rho\sigma}c(t)(1-\sigma)dt + (1-p)\int_0^1 \Phi(t)e^{-\rho\sigma}c(t)(1-\sigma)dt} \right)^{1/(1-\sigma)}. \]

As an application, we calculate the welfare cost of survival ambiguity for individuals in different income groups. It is well known that low income individuals face lower survival rates at every age than high income individuals (Cristia (2009)). Both groups face ambiguity about their survival probabilities, so it is interesting to determine for which group ambiguity is more costly.

We show welfare results for two sets of parameterizations. In the first parameterization, we do not hold the variance of ambiguity constant across income groups, letting the mortality data determine how much ambiguity the different income groups face. This approach has the advantage of imposing very little structure on the parameterization of ambiguity, but the resulting parameterization will not typically generate the same amount of ambiguity across income groups. Therefore, in the second parameterization we ignore the mortality data and limit ourselves to fair comparisons that assign the same degree of ambiguity to the different income groups. Both methods generate the same conclusion: those who face lower chances of survival (the poor) experience much larger welfare losses from ambiguity about their survival than those who face higher chances of survival (the rich).

Throughout both parameterizations, we will set the coefficient of relative risk aversion to \( \sigma = 3 \) (which is the same value used by Dynan, Skinner, and Zeldes (2004)), the utility discount rate to \( \rho = 0 \), and the real interest rate to 2.9\% per year following the 2013 report of the Social Security Trustees, which in our model (where time is normalized onto the unit interval) implies \( r = 75 \times 0.029 = 2.175 \).

### 3.1. Parameterization #1 (Structural Calibration)

In this section we jointly calibrate the boundary survival functions \( \Phi(t) \) and \( \Phi(t) \) as well as the ambiguity that each group faces, \( p_i \). Individuals are separated into income quintiles \( i \in \{1, 2, 3, 4, 5\} \), where \( i = 1 \) is the poorest quintile and \( \Phi_i(t) \) is the unconditional survival function of quintile \( i \) in the actual data. We use Bagchi’s (2014) calculations of the data provided by Cristia (2009) and solve the following calibration problem

\[
\min_{\Phi(t), \Phi(t), p_i} \mathcal{L} \equiv \sqrt{\sum_{i=1}^5 \int_0^1 \left\{ \Phi_i(t) - [p_i\Phi(t) + (1-p_i)\Phi(t)] \right\}^2 dt}
\]
subject to a set of flexible (logistic) survival functions for the two survival types,

\[ \Phi(t) = 1 - \frac{1}{1 + \exp[-x_1(t - x_2)]} \]
\[ \Phi(t) = 1 - \frac{1}{1 + \exp[-x_3(t - x_4)]}. \]

This calibration procedure involves 9 parameters to jointly calibrate. The results are found in Table 1 and Figure 1. Table 1 contains the parameters of the survival functions of the different survival types and the priors for each group. Notice in Figure 1 the close fit of the expected survival probabilities that model individuals in each quintile face (dashed lines) with the survival probabilities that actual individuals in each quintile face (solid lines). The dashed lines are formed by taking a weighted average of \( \Phi(t) \) and \( \Phi(t) \), where the weights are the \( p_i \) values. The structure that we have imposed—the logistic shape of the two survival functions—is both minimal and flexible enough to capture key dynamics in the data.

<table>
<thead>
<tr>
<th>Table 1. Joint Calibration of Survival Functions and Binary Ambiguity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Shape Parameters of Logistic Survival Curves:</strong></td>
</tr>
<tr>
<td>( x_1 = 9.17 )  ( x_2 = 0.51 )  ( x_3 = 15.23 )  ( x_4 = 0.78 )</td>
</tr>
<tr>
<td><strong>Probabilities of Low Survival Type by Income Quintile:</strong></td>
</tr>
<tr>
<td>( p_1 = 44.4% )  ( p_2 = 30.7% )  ( p_3 = 25.5% )  ( p_4 = 19.1% )  ( p_5 = 8.9% )</td>
</tr>
<tr>
<td>Note: ( p_1 ) corresponds to the poorest quintile and ( p_5 ) corresponds to the richest quintile.</td>
</tr>
</tbody>
</table>

As mentioned already, by letting the data determine the probabilities \( p_i \), we are not requiring a fair comparison between income groups. The variance of ambiguity is maximized when \( p = 1/2 \) and when the gap between \( \Phi(t) \) and \( \Phi(t) \) is maximized. In Figure 2 we see that our structural calibration places more ambiguity on the poor than on the rich at all ages. Therefore, any inequality in welfare losses across income groups will be partly due to differences to the degree of ambiguity. However, in actuality, ambiguity may not be constant across income groups, and so welfare analysis based on the current strategy is valuable.

In Table 2 we report the welfare cost of ambiguity by income quintile. Figure 3 plots consumption profiles under ambiguity relative to consumption profiles when survival type is known in advance. We
draw two conclusions from Table 2. First, the welfare losses from ambiguity about survival uncertainty are large for all income groups. These losses are on par or larger than some estimates of the costs of business cycle fluctuations (Lucas (2003)) as well as the costs of idiosyncratic household financial risks (Vidangos (2009)). Second, ambiguity about survival uncertainty imposes larger costs on the poor than the rich. The poorest quintile experiences a welfare loss that is 4 times larger than that of the richest quintile.\footnote{Some may question whether our maintained assumption of Bayesian learning is appropriate for all income quintiles. The concern could be that the rich have more contact with the medical industry and would therefore have more chances for learning about their survival type. However, we do not have a complicated information acquisition problem in this model. Individuals update their priors only based on survival to the next date. If the rich learn more rapidly than the poor, then ambiguity would be even more regressive than we have estimated in our model.}

<table>
<thead>
<tr>
<th>Table 2. Welfare Cost of Binary Ambiguity by Income Quintile</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta(p_1) = 1.08%$ $\Delta(p_2) = 0.81%$ $\Delta(p_3) = 0.69%$ $\Delta(p_4) = 0.53%$ $\Delta(p_5) = 0.25%$</td>
</tr>
<tr>
<td>Note: $p_1$ corresponds to the poorest quintile and $p_5$ corresponds to the richest quintile.</td>
</tr>
</tbody>
</table>

3.2. Parameterization #2 (Fair Comparison)

In this section we consider fair comparisons of individuals who differ by expected survival type but face the same variance of ambiguity at each age. We use the boundary survival functions $\Phi(t)$ and $\Phi(t)$ that were calibrated in the previous section, but now we make comparisons between individuals with probabilities $p'$ and $p''$ such that $\sigma^2(t|p') = \sigma^2(t|p'')$, which implies $p' = 1 - p''$.

Figure 4 plots consumption profiles for two such individuals. The variance of ambiguity is dynamic across age, but it is fixed across individuals. An individual who faces a 70% chance that he is a low survival type (i.e., a poor individual with $p = 70\%$), experiences a welfare loss of 1.26% from ambiguity about survival uncertainty. On the other hand, an individual who faces the same variance of ambiguity but faces only a 30% chance that he is a low survival type (i.e., a rich individual with $p = 30\%$), experiences a welfare loss of 0.79% from ambiguity about survival uncertainty. Notice that even after making a fair comparison of individuals, the welfare loss is still regressive.

Figure 5 is a graph of $\Delta(p)$, where we have highlighted one example of a fair comparison. Recall that $p = 1/2$ maximizes $\sigma^2(t|p)$. But, notice that $\Delta(p)$ does not peak at $p = 1/2$ as one might expect. Holding the variance of ambiguity constant, the cost of ambiguity is larger at high $p$ values than at low $p$ values.
Ambiguity is costly because it causes distortion to consumption and saving decisions relative to a world in which the individual has full information about survival probabilities. Under full information, the individual correctly optimizes based on known survival probabilities, while under ambiguity the individual applies expected survival probabilities in decision making and updates his beliefs toward the high type as he survives. Our welfare measure captures the individual’s willingness to pay for immediate resolution of ambiguity.

The intuition behind the regressivity of ambiguity is as follows. No matter what value of \( p \) we consider on the open interval \((0,1)\), the individual saves too little if he is in fact a high type, and saves too much if he is in fact a low type. Even though any individual (rich or poor) can make oversaving errors and undersaving errors in our model, the undersaving errors are more costly. The poor make bigger undersaving errors and therefore have larger welfare costs than the rich, because the poor plan for a shorter life expectancy and are more ill-prepared if they turn out to live a long time.

Given this, one may ask why undersaving errors are more costly than oversaving errors. After all, both errors involve the immiseration of the individual over some part of the life cycle. Undersaving errors cause immiseration of the individual when old, while oversaving errors cause immiseration while young. But the answer is that undersaving creates painful distortions to consumption at a time when consumption is already relatively low and so mistakes have large utility effects, whereas oversaving creates painful distortion when consumption is high relative to its level late in life and so such an error doesn’t matter as much.

### 3.3. Policy Implications: Social Security

Notice that the present value of disposable income \( \int_{0}^{\frac{1}{1-r}} e^{-rv} y(v) dv \) cancels out of the right hand side of \( \Delta(p) \). Therefore the disposable income path is irrelevant for the calculation of \( \Delta(p) \). Whether someone is rich or poor does not itself affect one’s willingness to sacrifice a given fraction of lifetime consumption in exchange for information about survival probabilities. What matters is the probability of being a low survival type, \( p \). Therefore, the welfare cost of survival ambiguity is regressive only because this probability is inversely related to income.

In our simple model, Social Security would enter the individual’s optimization problem through the \( y(v) \) term. The individual would pay taxes while working and collect benefits when retired. Social Security has the same impact on \( y(v) \) regardless of the presence of ambiguity since taxes and benefits do not depend on one’s survival type even when it is known. Whether the individual views such mandatory saving as welfare improving depends on the size of the benefits relative to the taxes paid, and the expected duration
of time over which these benefits are collected. For a typical parameterization of our model, even if we abstract from wage heterogeneity and Social Security’s redistributive role, Social Security can provide large welfare gains through its longevity insurance role because it pays benefits as a life annuity. These benefits carry an implicit return that can be superior to the market rate of interest. But regardless of whether Social Security is welfare improving, it is apparent that Social Security does not provide a hedge against survival ambiguity. In other words, whether Social Security causes increased welfare or decreased welfare to the individual—by causing an overall increase or decrease to the term \( \int_0^1 e^{-rv} y(v) dv \)—this term cancels out in the calculation of \( \Delta(p) \). Intuitively, even if Social Security improves welfare by providing a life annuity, the additional utility gain from being able to optimize consumption based on one’s survival type is unchanged. So while our paper is silent on the issue of whether Social Security improves welfare, the cost of survival ambiguity is the same whether Social Security exists or not and therefore it does not provide a hedge against survival ambiguity.

We can take our discussion a step further by asking whether the presence of ambiguity has any effect on the mandatory annuitization role of Social Security. In a standard model with mortality risk only and no ambiguity, we know from past studies that mandatory annuitization through a fully-funded Social Security system can improve lifetime welfare because the mandatory annuitization feature creates higher implicit returns than can be found in the capital market.\(^{18}\) In our model with survival ambiguity, the government cannot know the survival type of a given individual, but it wouldn’t face any aggregate uncertainty either. Hence, the government simply provides benefits with an above market implicit return just as in the case without survival ambiguity, and an individual facing survival ambiguity would be willing to give up (ex ante) the same fraction of lifetime consumption to participate in a mandatory annuitization program as would individuals who know their survival type. In other words, the welfare gain from mandatory annuitization through Social Security is unaltered by survival ambiguity.

### 3.4. Saving Rates

For more than 50 years economists have debated whether the rich save a larger fraction of their lifetime income than the poor. Researchers using modern data sets have confirmed that the rich do indeed save more (Dynan, Skinner, and Zeldes (2004)). In addition to the explanations given by Dynan, Skinner, and Zeldes and others, differential mortality is another potential source of variation since the rich would tend

\(^{18}\)This well known result goes away once we include general equilibrium bequest income as in Caliendo, Guo, and Hosseini (2014), and may go away if individuals are borrowing constrained, but these are separate issues that we do not want to focus on here.
to save more because they expect to live longer. What is less clear, however, is how much of the saving rate gap that can be attributed to differential mortality will survive after accounting for a realistic degree of ambiguity. Using our structural calibration to measure the degree of ambiguity by income quintile, we find that ambiguity reduces but does not eliminate the saving rate gap that could otherwise be caused by differential mortality.

To illustrate this point, we define the saving rate as the fraction of lifetime income that is not consumed when young

$$s = \frac{\int_0^1 e^{-rv}y(v)dv - \int_0^t e^{-rv}c(v)dv}{\int_0^1 e^{-rv}y(v)dv}$$

where $t$ is the age of retirement. Without loss of generality, we normalize $\int_0^1 e^{-rv}y(v)dv = 1$, and we set $t = 40/75$ (which corresponds to a retirement age of 65 if work starts and 25 and death occurs no later than 100). For comparison, we compute saving rates for individuals living with ambiguity and for individuals who know that they are either a low type or a high type

$$s^*(p) = 1 - \int_0^{40/75} e^{-rv}c^*(v|p)dv$$

$$s = 1 - \int_0^{40/75} e^{-rv}c(v)dv$$

$$\bar{s} = 1 - \int_0^{40/75} e^{-rv}\bar{c}(v)dv.$$  

With ambiguity, the saving rate in quintile $i$ is $s^*(p_i)$. Without ambiguity, the average saving rate in quintile $i$ is $s_i = p_i \bar{s} + (1 - p_i)s$. For the poorest quintile (quintile 1) with $p_1 = 44.4\%$, we find $s^*(p_1) = 21.7\%$ and $s_1 = 20.6\%$. On the other hand, for the richest quintile (quintile 5) with $p_5 = 8.9\%$, we find $s^*(p_5) = 23.4\%$ and $s_5 = 23.1\%$. Ambiguity causes average saving rates to increase, among both the poor and the rich. Also, the rich continue to save more than the poor after controlling for ambiguity.

4. Life-Cycle Model with Annuities

Thus far we have assumed that annuity markets are closed. While survival ambiguity causes a reduction in welfare in our baseline model without annuities, we show that this result is overturned in a world with competitive annuities. Ambiguity distorts consumption away from what the individual would do with full information about survival probabilities, but it also allows competitive insurance companies to pool risks across survival types, unlike a world of full information in which insurance companies can separate
individuals by survival type. This pooling ensures that welfare is higher in a world with ambiguity. In other words, if the individual can decide just before $t = 0$ whether to live in a world with ambiguity (where he will never learn his survival type) or in a world with no ambiguity (where he will learn his survival type at $t = 0$), then he would choose the world with ambiguity. With ambiguity, competitive annuities provide returns that reflect averaging across survival types, whereas without ambiguity, competitive annuities pay returns that are specific to each type.

This result is reminiscent of Sheshinski (2008, Ch. 8) in which he considers the superiority of long-term annuity contracts that provide risk sharing across survival classes relative to short-term contracts that do not. His equilibrium with long-term contracts is akin to our equilibrium with ambiguity: insurance companies are unable to sort individuals by risk class and hence there is risk sharing across types. His equilibrium with short-term contracts is akin to our equilibrium without ambiguity: insurance companies sort people by survival type, which eliminates risk sharing.

We set the market rate of interest and the discount rate to zero for simplicity, $r = \rho = 0$. There are two survival types as before, but now assume there is no heterogeneity in expectations; everyone faces a probability $p$ of being a low type. Individuals save for retirement by purchasing competitive annuity contracts from insurance companies as in Yaari (1965) but expanded to incorporate ambiguity. The analysis below requires that period utility $u(c)$ be concave $u_c > 0$, $u_{cc} < 0$.

4.1. With Ambiguity

Like individuals, insurance companies cannot separate people by types because that information is unknowable. Instead, they pool everyone together and offer a zero-profit contract that consists of two parts. Annuity assets $a(t)$ are surrendered upon death, and these assets are used to pay a competitive return to saving.

$$r(t) = -\frac{\frac{d}{dt}[p\Phi(t) + (1-p)\Phi(t)]}{p\Phi(t) + (1-p)\Phi(t)}.$$ 

Footnotes:

19 Like us, Sheshinski considers ambiguity about survival probabilities. He assumes all individuals share the same, known survival function up to a given age, at which time they learn whether they are a high survival type of a low survival type. Our model is different; individuals never learn their survival probabilities and they use Bayes’ rule to update as they age.

20 The competitive return $r(t)$ can be derived as follows. At each moment a unit mass, infinitely divisible cohort is born. The share of the cohort with low survival type is $p$ and the share with high survival type is $(1-p)$. Then, $p\Phi(t) + (1-p)\Phi(t)$ is the mass of age $t$ individuals that are alive. Likewise, $-d[p\Phi(t) + (1-p)\Phi(t)]/dt$ individuals die at age $t$. Collectively, this cohort surrenders the following quantity of annuity contracts, $(-d[p\Phi(t) + (1-p)\Phi(t)]/dt)a(t)$. The zero profit condition, combined with the assumption that the assets of the deceased are rebated back to survivors of the same age, means that the return to holding annuities $a(t)$ is $r(t)$.  
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In this case, individuals solve

\[
\max_{c(t) \in [0,1]} : J^* = \int_0^1 [p\Phi(t) + (1 - p)\Phi(t)]u(c(t))dt
\]

subject to \(^{21}\)

\[
\frac{da(t)}{dt} = r(t)a(t) + y(t) - c(t)
\]

\[a(0) = a(1) = 0.\]

The solution is constant consumption as a function of \(p\)

\[
c^*(p) = \frac{\int_0^1 [p\Phi(t) + (1 - p)\Phi(t)]y(t)dt}{\int_0^1 [p\Phi(t) + (1 - p)\Phi(t)]dt}.
\]

### 4.2. Without Ambiguity

Now individuals and insurance companies both have complete information on survival type. Companies separate individuals by type and offer competitive contracts to each type

\[
r(t) = -\frac{d\Phi(t)}{\Phi(t)}
\]

\[
\bar{r}(t) = -\frac{d\bar{\Phi}(t)}{\bar{\Phi}(t)}.
\]

The solution is constant consumption across age but different across type

\[
c = \frac{\int_0^1 \Phi(t)y(t)dt}{\int_0^1 \Phi(t)dt}
\]

\[
c = \frac{\int_0^1 \bar{\Phi}(t)y(t)dt}{\int_0^1 \bar{\Phi}(t)dt}.
\]

\(^{21}\text{We are assuming that annuity contracts are infinitely divisible and are bought and sold at unit price. Individuals buy contracts in a competitive insurance market. These contracts pay } r(t) \text{ per unit held } a(t), \text{ and there is a fully developed residual annuity market that allows individuals to sell the contract back the insurance industry at the same price.}\)
4.3. Welfare

If the individual knows his type, expected utility is

\[ J(c) = \int_{0}^{1} \Phi(t)u(c) dt \]

\[ \bar{J}(\bar{c}) = \int_{0}^{1} \Phi(t)u(\bar{c}) dt \]

and hence expected utility in a world without ambiguity (a moment before being born into a world without ambiguity) is

\[ J^{\omega} = pJ(c) + (1 - p)\bar{J}(\bar{c}). \]

Alternatively, expected utility in a world with ambiguity is

\[ J^* = \int_{0}^{1} [p\Phi(t) + (1 - p)\Phi(t)]u(c^*(p)) dt. \]

Notice that

\[ c^*(p) = \frac{\int_{0}^{1} [p\Phi(t) + (1 - p)\Phi(t)]y(t) dt}{\int_{0}^{1} [p\Phi(t) + (1 - p)\Phi(t)] dt} = \frac{p\int_{0}^{1} \Phi(t) dt + (1 - p)c \int_{0}^{1} \Phi(t) dt}{\int_{0}^{1} [p\Phi(t) + (1 - p)\Phi(t)] dt} \]
\[ = \frac{c \int_{0}^{1} \Phi(t) dt}{\int_{0}^{1} [p\Phi(t) + (1 - p)\Phi(t)] dt} + \bar{c}(1 - \omega), \]

where

\[ \omega \equiv \frac{p\int_{0}^{1} \Phi(t) dt}{\int_{0}^{1} [p\Phi(t) + (1 - p)\Phi(t)] dt} \subset (0, 1) \]

and

\[ J^* = u(c\omega + \bar{c}(1 - \omega)) \int_{0}^{1} [p\Phi(t) + (1 - p)\Phi(t)] dt \]
\[ J^{\text{no}} = u(\bar{c}) \int_0^1 \Phi(t) dt + u(\bar{c})(1 - p) \int_0^1 \Phi(t) dt \]
\[ = u(\bar{c}) \int_0^1 [p\Phi(t) + (1 - p)\Phi(t)] dt + u(\bar{c})(1 - \omega) \int_0^1 [p\Phi(t) + (1 - p)\Phi(t)] dt \]
\[ = (u(\bar{c}) + u(\bar{c})(1 - \omega)) \int_0^1 [p\Phi(t) + (1 - p)\Phi(t)] dt. \]

By Jensen’s inequality

\[ J^* > J^{\text{no}}. \]

In other words, if the individual can decide just before \( t = 0 \) whether to live in a world with ambiguity (where he will never learn his survival type) or in a world with no ambiguity (where he will learn his survival type at \( t = 0 \)), then he would choose the world with ambiguity. With ambiguity, competitive annuities provide returns that reflect averaging across survival types, whereas without ambiguity, competitive annuities pay returns that are specific to each type.

Ambiguity in isolation could never be welfare improving (recall Definition 1). However, we are not making ceteris paribus comparisons in this section. Instead, the individual’s budget constraints are different in the worlds with and without ambiguity, because of our assumption that competitive insurance markets prevail in both worlds.

4.4. The Individual Welfare Gains from Competitive Annuities

Recall that ambiguity reduces welfare in the absence of annuity markets and increases welfare in the presence of annuity markets. These two results combine to create a final result: the welfare gains from competitive annuities are larger in a world with ambiguity than in a world without ambiguity. This implies that past studies strictly underestimate the welfare gains from annuitization because they abstract from survival ambiguity. Competitive annuities not only insure survival risk as past studies have established, but they also pool risk across survival type. This second effect strictly enhances the insurance value of annuitization.

To see this result formally, we introduce some extra notation. In a world with ambiguity, we denote expected utility with annuities \( J^*_a \) and expected utility without annuities \( J^*_k \). The value of annuitization in a world with ambiguity is \( V^* = J^*_a - J^*_k \). Likewise, in a world without ambiguity, we denote expected utility with annuities \( J^{\text{no}}_a \) and expected utility without annuities \( J^{\text{no}}_k \), and the value of annuitization is
\( V^{\text{no}} \equiv J_a^{\text{no}} - J_k^{\text{no}} \). We have already shown that ambiguity reduces welfare in the absence of annuities

\[
J_k^{\text{no}} > J_k^*,
\]

and that ambiguity increases welfare in the presence of annuities

\[
J_a^* > J_a^{\text{no}}.
\]

Putting these two results together, it must be the case that the welfare gains from annuitization are strictly larger in the presence of ambiguity than without ambiguity

\[
V^* > V^{\text{no}}.
\]

5. Conclusion

Typical life-cycle models assume that individuals know the probability that they will survive to each age. However, in reality the exact survival probabilities facing individuals are likely unknown. In the absence of annuity markets, this type of ambiguity imposes potentially significant costs on individuals because it distorts consumption and saving decisions. Moreover, survival ambiguity is much more costly to the poor than to the rich. However, in the presence of a competitive annuity market, survival ambiguity is actually welfare improving (in an ex ante expected utility sense) because it forces insurance companies to pool risk across unknown survival types. These two results combine to create a third result: the individual welfare gains from competitive annuities are larger in a model with ambiguity than in a typical model that includes only survival risk.
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Appendix A: Proofs

Derivation of Simplified Problem Statement

Stated formally, the decision maker solves

$$
\max_{u(t) \in [0,T]} : J = \mathbb{E} \left[ \int_0^{t_1} f(t, u(t), x(t)) dt \right]
$$

subject to

$$
\frac{dx(t)}{dt} = g(t, u(t), x(t)) \text{ for } t \in [0,T]
$$

$$
x(0) = x_0, \quad x(T) = x_T
$$

\(t_1\) random with density \(\phi(t_1)\) and sample space \([0,T]\)

$$
\phi(t_1) \in \{\underline{\phi}(t_1), \bar{\phi}(t_1)\}, \quad p = \text{prob}[\phi(t_1) = \underline{\phi}(t_1)], \quad (1 - p) = \text{prob}[\phi(t_1) = \bar{\phi}(t_1)].
$$

This problem can be written as a standard Pontryagin problem (as in the body of the paper) by rewriting \(J\) with a change in the order of integration as in Yaari (1965) but expanded to incorporate ambiguity

$$
J = \mathbb{E} \left[ \int_0^{t_1} f(t, u(t), x(t)) dt \right]
$$

$$
= p \int_0^T \int_0^{t_1} \underline{\phi}(t_1) f(t, u(t), x(t)) dt dt_1 + (1 - p) \int_0^T \int_0^{t_1} \bar{\phi}(t_1) f(t, u(t), x(t)) dt dt_1
$$

$$
= p \int_0^T \int_t^T \underline{\phi}(t_1) f(t, u(t), x(t)) dt dt_1 + (1 - p) \int_0^T \int_t^T \bar{\phi}(t_1) f(t, u(t), x(t)) dt dt_1
$$

$$
= p \int_0^T \left( \int_t^T \underline{\phi}(t_1) dt_1 \right) f(t, u(t), x(t)) dt + (1 - p) \int_0^T \left( \int_t^T \bar{\phi}(t_1) dt_1 \right) f(t, u(t), x(t)) dt
$$

$$
= \int_0^T \left\{ p \left[ \int_t^T \underline{\phi}(t_1) dt_1 \right] + (1 - p) \left[ \int_t^T \bar{\phi}(t_1) dt_1 \right] \right\} f(t, u(t), x(t)) dt
$$

and then use the definition \(\Phi(t) = \int_t^T \underline{\phi}(t_1) dt_1\) and \(\bar{\Phi}(t) = \int_t^T \bar{\phi}(t_1) dt_1\).
Time Consistency under Bayesian Learning

The following proof is an example of a more general theorem developed by Epstein and Le Breton (1993). Suppose the individual has survived to age $t_0$. If so, then he solves the following control problem

$$
\max_{u(t) \in [t_0, T]} : J = E \left[ \int_{t_0}^{t_1} f(t, u(t), x(t))dt \right]
$$

subject to

$$
\frac{dx(t)}{dt} = g(t, u(t), x(t)) \quad \text{for} \quad t \in [t_0, T]
$$

$$
x(t_0) = x_{t_0}, \quad x(T) = x_T
$$

$t_1$ random with density $\frac{\phi(t_1)}{\Phi(t_0)}$ and sample space $[t_0, T]$.

Rewrite $J$ by changing the order of integration

$$
J = E \left[ \int_{t_0}^{t_1} f(t, u(t), x(t))dt \right]
$$

$$
= p \int_{t_0}^{T} \int_{t_0}^{t_1} \frac{\phi(t_1)}{\Phi(t_0)} f(t, u(t), x(t))dt dt_1 + (1 - p) \int_{t_0}^{T} \int_{t_0}^{t_1} \frac{\tilde{\phi}(t_1)}{\Phi(t_0)} f(t, u(t), x(t))dt dt_1
$$

$$
= p \int_{t_0}^{T} \left[ \int_{t}^{T} \frac{\phi(t_1)}{\Phi(t_0)} dt \right] f(t, u(t), x(t))dt + (1 - p) \int_{t_0}^{T} \left[ \int_{t}^{T} \frac{\tilde{\phi}(t_1)}{\Phi(t_0)} dt \right] f(t, u(t), x(t))dt
$$

$$
= \int_{t_0}^{T} \left\{ \frac{p}{\Phi(t_0)} \left[ \int_{t}^{T} \phi(t_1)dt_1 \right] + \frac{(1 - p)}{\Phi(t_0)} \left[ \int_{t}^{T} \tilde{\phi}(t_1)dt_1 \right] \right\} f(t, u(t), x(t))dt
$$

$$
= \int_{t_0}^{T} \left\{ \frac{p}{\Phi(t_0)} \phi(t_0) + (1 - p) \frac{\tilde{\phi}(t_0)}{\Phi(t_0)} \right\} f(t, u(t), x(t))dt.
$$

Note that the integrand in $J$ above is not proportional to the integrand in $J$ from the initial problem, $\{p\Phi(t) + (1 - p)\tilde{\Phi}(t)\}$.

Now consider how Bayesian updating restores the dynamic consistency property. Let $p(t_0)$ stand for the posterior probability of being a low survival type, from the perspective of time $t_0$. Given the prior belief $p(0)$, Bayes’ rule gives

$$
p(t_0) = \frac{\Phi(t_0)}{p(0)\Phi(t_0) + (1 - p(0))\tilde{\Phi}(t_0)} \times p(0).
$$
Take last line from \( J \) and replace \( p \) with \( p(t_0) \) and then, suppressing tedious algebra, we get

\[
J = \int_{t_0}^{T} \left\{ p(t_0) \frac{\Phi(t)}{\Phi(t_0)} + (1 - p(t_0)) \frac{\Phi(t)}{\Phi(t_0)} \right\} f(t, u(t), x(t)) dt
\]

which is the same as the integrand in \( J \) from the initial problem. Hence, Bayesian updating ensures dynamic consistency.

**Appendix B: Continuous Ambiguity**

In this appendix we generalize our theoretical results and welfare applications to the case of continuous ambiguity rather than the specific binary ambiguity example presented above.

**Theory**

Rather than binary ambiguity, suppose the ambiguity is continuous. Suppose ambiguity about survival risk can be summarized by a continuous random variable \( \alpha \), that is \( \phi(t_1|\alpha) \), where \( \alpha \) has probability density \( \theta(\alpha) \) and support \([0, 1]\).

The decision maker solves

\[
\max_{u(t) \in [0, T]} : J = E \left[ \int_0^{t_1} f(t, u(t), x(t)) dt \right]
\]

subject to

\[
\frac{dx(t)}{dt} = g(t, u(t), x(t)) \text{ for } t \in [0, T]
\]

\[
x(0) = x_0, \quad x(T) = x_T
\]

\( t_1 \) random with density \( \phi(t_1|\alpha) \) and sample space \([0, T]\)

\( \alpha \) random with density \( \theta(\alpha) \) and sample space \([0, 1]\).

This problem can be rewritten as a standard Pontryagin problem where \( \Phi(t|\alpha) = \int_t^T \phi(t_1|\alpha) dt_1 \). To see this, change the order of integration

\[
\int_t^T \phi(t_1|\alpha) dt_1 = \int_0^{T-t} \phi(t_1|\alpha) dt_1
\]
\[ J = \mathbb{E} \left[ \int_0^{t_1} f(t, u(t), x(t)) dt \right] = \int_0^1 \int_0^{T} \int_0^{t_1} \theta(\alpha) \phi(t_1|\alpha) f(t, u(t), x(t)) dt d\alpha \]
\[ = \int_0^T \int_0^1 \int_0^{t_1} \theta(\alpha) \phi(t_1|\alpha) f(t, u(t), x(t)) dt d\alpha \]
\[ = \int_0^T \int_0^1 \theta(\alpha) \int_t^{T} \phi(t_1|\alpha) dt d\alpha \int f(t, u(t), x(t)) dt \]

and then use the definition \( \Phi(t|\alpha) = \int_t^{T} \phi(t_1|\alpha) dt \).

Hence, we have

\[
\max_{u(t) \in [0, T]} : J = \int_0^T \int_0^1 \theta(\alpha) \Phi(t|\alpha) d\alpha \int f(t, u(t), x(t)) dt
\]
subject to

\[
\frac{dx(t)}{dt} = g(t, u(t), x(t)) \text{ for } t \in [0, T]
\]
\[
x(0) = x_0, \quad x(T) = x_T.
\]

Let us define solutions for two separate control problems. First, the decision maker faces ambiguity and second the decision maker knows \( \alpha \) and hence knows the survival function \( \Phi(t|\alpha) \)

\[ \{ u^*(t), x^*(t) \} = \arg \max \left\{ \int_0^T \int_0^1 \theta(\alpha) \Phi(t|\alpha) d\alpha \int f(t, u(t), x(t)) dt \right\} \]
\[ \{ u^\alpha(t), x^\alpha(t) \} = \arg \max \left\{ \int_0^T \Phi(t|\alpha) f(t, u(t), x(t)) dt \right\} . \]

Next we define the objective functionals associated with these two problems

\[ J^*(u, x) = \int_0^T \int_0^1 \theta(\alpha) \Phi(t|\alpha) d\alpha \int f(t, u(t), x(t)) dt \]
\[ J^\alpha(u, x) = \int_0^T \Phi(t|\alpha) f(t, u(t), x(t)) dt. \]

With these definitions we are in a position to define the welfare cost of ambiguity.

**Definition 2 (Welfare Cost of Continuous Ambiguity).** The cost of ambiguity \( \Delta \) is the fraction
of the optimal control that the decision maker would give up to know \( \alpha \).

\[
\int_0^1 \theta(\alpha) J^\alpha(u^\alpha(1 - \Delta), x^\alpha) d\alpha = J^*(u^*, x^*) = \int_0^1 \theta(\alpha) J^\alpha(u^*, x^*) d\alpha.
\]

Without loss of generality, let \( \phi(t_1|\alpha) = \alpha \phi(t_1) + (1 - \alpha) \tilde{\phi}(t_1) \) and hence \( \Phi(t|\alpha) = \alpha \Phi(t) + (1 - \alpha) \tilde{\Phi}(t) \). Let \( \mu_\alpha \) and \( \sigma_\alpha^2 \) be the mean and variance of the random variable \( \alpha \). Then, for any moment in time \( t \), the survival function \( \Phi(t|\alpha) \) is a random variable with moments

\[
\mu_\Phi(t) = \int_0^1 \theta(\alpha) \Phi(t|\alpha) d\alpha = \Phi(t) \int_0^1 \theta(\alpha) \alpha d\alpha + \Phi(t) \int_0^1 \theta(\alpha) (1 - \alpha) d\alpha = [\Phi(t) - \Phi(t)] \mu_\alpha + \Phi(t)
\]

\[
\sigma_\Phi^2(t) = \int_0^1 \theta(\alpha) [\Phi(t|\alpha) - \mu_\Phi(t)]^2 d\alpha
\]

\[
= \int_0^1 \theta(\alpha) [\alpha \Phi(t) + (1 - \alpha) \tilde{\Phi}(t) - [\Phi(t) - \Phi(t)] \mu_\alpha - \Phi(t)]^2 d\alpha
\]

\[
= [\Phi(t) - \Phi(t)]^2 \sigma_\alpha^2.
\]

A fair comparison of two decision makers who face ambiguity requires that \( \sigma_\Phi^2(t) \) be constant across decision makers, for every \( t \). From the previous definition, we see that holding \( \sigma_\alpha^2 \) fixed across decision makers is sufficient to make a fair comparison.

**Application: Life-Cycle Model without Annuities**

Optimal consumption under continuous ambiguity is

\[
c^*(t|\mu_\alpha) = \frac{\int_0^1 e^{-rv} y(v) dv}{\int_0^1 e^{-rv + (r-\rho)v/\sigma} \left[ \int_0^1 \theta(\alpha) \Phi(v|\alpha) d\alpha \right]^{1/\sigma} e^{(r-\rho)t/\sigma} \left[ \int_0^1 \theta(\alpha) \Phi(t|\alpha) d\alpha \right]^{1/\sigma} [\mu_\alpha \Phi(t) + (1 - \mu_\alpha) \tilde{\Phi}(t)]^{1/\sigma}}
\]

\[
= \frac{\int_0^1 e^{-rv} y(v) dv}{\int_0^1 e^{-rv + (r-\rho)v/\sigma} \left[ \mu_\alpha \Phi(v) + (1 - \mu_\alpha) \tilde{\Phi}(v) \right]^{1/\sigma} e^{(r-\rho)t/\sigma} \left[ \mu_\alpha \Phi(t) + (1 - \mu_\alpha) \tilde{\Phi}(t) \right]^{1/\sigma}}
\]
and optimal consumption if you know your type is

\[
c^\alpha(t) = \frac{\int_0^1 e^{-rv(y(v))}dv}{\int_0^1 e^{-rv+(r-\rho)v/\sigma\Phi(v|\alpha)}\Phi(t|\alpha)^{1/\sigma}dv} e^{(r-\rho)t/\sigma}\Phi(t|\alpha)^{1/\sigma}
\]

\[
= \frac{\int_0^1 e^{-rv(y(v))}dv}{\int_0^1 e^{-rv+(r-\rho)v/\sigma}[\alpha\Phi(v) + (1-\alpha)\tilde{\Phi}(v)]^{1/\sigma}dv} e^{(r-\rho)t/\sigma}[\alpha\Phi(t) + (1-\alpha)\tilde{\Phi}(t)]^{1/\sigma}.
\]

The cost of ambiguity \(\Delta\) is

\[
\int_0^1 \theta(\alpha) \int_0^1 \Phi(t|\alpha)e^{-\rho t}\frac{[c^\alpha(t)(1-\Delta)]^{1-\sigma}}{1-\sigma}dt d\alpha = \int_0^1 \left[ \int_0^1 \theta(\alpha)\Phi(t|\alpha)d\alpha \right] e^{-\rho t}\frac{c^\alpha(t|\mu_\alpha)^{1-\sigma}}{1-\sigma} dt
\]

or

\[
\Delta(\mu_\alpha) = 1 - \left( \frac{\int_0^1 [\mu_\alpha\Phi(t) + (1-\mu_\alpha)\tilde{\Phi}(t)] e^{-\rho t}c^\alpha(t|\mu_\alpha)^{1-\sigma} dt}{\int_0^1 \theta(\alpha) \int_0^1 [\alpha\Phi(t) + (1-\alpha)\tilde{\Phi}(t)] e^{-\rho t}c^\alpha(t|\mu_\alpha)^{1-\sigma} dt d\alpha} \right)^{1/(1-\sigma)}.
\]

One advantage of assuming that ambiguity is continuous is that we can make a fair comparison (that holds the variance of ambiguity constant across all individuals) and calibrate the model to the quintile survival data all at once, whereas we could only do one or the other in the case of binary ambiguity. The disadvantage of continuous ambiguity is that we cannot pin down the variance of ambiguity in this process. It becomes a free parameter to be assigned exogenously.

The details of our calibration are as follows. We hold \(\sigma^2_\alpha\) exogenously fixed across all decision makers in order to make a fair comparison. Let \(\mu^i_\Phi(t)\) and \(\mu^i_{\tilde{\Phi}}\) correspond to quintile \(i\). We then solve the following calibration problem:

\[
\min_{\Phi(t),\tilde{\Phi}(t),\mu^i_\Phi,\mu^i_{\tilde{\Phi}}} \mathcal{L} \equiv \sqrt{\sum_{i=1}^5 \int_0^1 [\Phi_i(t) - \mu^i_\Phi(t)]^2 dt}
\]

or

\[
\min_{\Phi(t),\tilde{\Phi}(t),\mu^i_\Phi} \mathcal{L} \equiv \sqrt{\sum_{i=1}^5 \int_0^1 \left[ \Phi_i(t) - [\mu^i_\Phi\Phi(t) + (1-\mu^i_\alpha)\tilde{\Phi}(t)] \right]^2 dt}
\]

subject to

\[
\Phi(t) = 1 - \frac{1}{1 + \exp[-x_1(t-x_2)]}
\]

\[
\tilde{\Phi}(t) = 1 - \frac{1}{1 + \exp[-x_3(t-x_4)]}
\]

which gives 9 parameters to jointly estimate. Notice that the mathematical structure of this problem is identical to the calibration problem in the body of the paper, and hence the \(\mu^i_\alpha\) are the same as the \(p_i\) from that problem. Table 3 summarize the results of this calibration problem.
Table 3. Joint Calibration of Survival Functions and Continuous Ambiguity

**Shape Parameters of Logistic Survival Curves:**

\[ x_1 = 9.17 \quad x_2 = 0.51 \quad x_3 = 15.23 \quad x_4 = 0.78 \]

**Mean of Random Variable \( \alpha \) by Income Quintile:**

\[ \mu_\alpha^1 = 44.4\% \quad \mu_\alpha^2 = 30.7\% \quad \mu_\alpha^3 = 25.5\% \quad \mu_\alpha^4 = 19.1\% \quad \mu_\alpha^5 = 8.9\% \]

Note: \( \mu_\alpha^1 \) corresponds to the poorest quintile and \( \mu_\alpha^5 \) corresponds to the richest quintile.

Finally, let’s suppose \( \theta(\alpha) \) follows the beta distribution with pdf

\[
\theta(\alpha) = \frac{\alpha^{\gamma-1}(1-\alpha)^{\beta-1}}{\int_0^1 \alpha^{\gamma-1}(1-\alpha)^{\beta-1} \, d\alpha}.
\]

Recall that the moments are

\[
\mu_\alpha = \frac{\gamma}{\gamma + \beta}
\]

\[
\sigma^2_\alpha = \frac{\beta}{(\gamma + \beta)^2(\gamma + \beta + 1)} = \frac{\mu_\alpha}{\gamma + \beta + 1} = (\mu_\alpha)^2 \frac{\beta}{\gamma(\gamma + \beta + 1)}.
\]

A fair comparison requires that all decision makers face the same \( \sigma^2_\alpha \), and we can exogenously select this value. Using the means \( \mu_\alpha \) from the calibration above, we can pin down \( \gamma \) and \( \beta \) for each income quintile. From the mean equation

\[
\beta = \gamma \left( \frac{1 - \mu_\alpha}{\mu_\alpha} \right)
\]
and then insert into the variance equation

\[
\sigma_\alpha^2 = (\mu_\alpha)^2 \frac{\gamma \left( \frac{1-\mu_\alpha}{\mu_\alpha} \right)}{\gamma \left( \gamma + \gamma \left( \frac{1-\mu_\alpha}{\mu_\alpha} \right) + 1 \right)}
\]

\[
\implies \gamma = \frac{(\mu_\alpha)^2 - (\mu_\alpha)^3}{\sigma_\alpha^2} - \mu_\alpha
\]

\[
\implies \beta = \left( \frac{(\mu_\alpha)^2 - (\mu_\alpha)^3}{\sigma_\alpha^2} - \mu_\alpha \right) \left( \frac{1 - \mu_\alpha}{\mu_\alpha} \right).
\]

Table 4 summarizes the calibration of the pdfs of the beta distributions for each income quintile, with the assumption that the variance of the random variable \( \alpha \) is \( \sigma_\alpha^2 = 0.1\% \). Figure 6 plots the pdfs for each quintile, each with a different mean but identical variance to ensure that individuals in different quintiles face identical ambiguity. Note that the variance is very small in this example relative to the case of binary ambiguity.

<table>
<thead>
<tr>
<th>Quintile 1</th>
<th>Quintile 2</th>
<th>Quintile 3</th>
<th>Quintile 4</th>
<th>Quintile 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma )</td>
<td>109.1863</td>
<td>65.0317</td>
<td>48.3233</td>
<td>29.3186</td>
</tr>
<tr>
<td>( \beta )</td>
<td>136.6863</td>
<td>146.7475</td>
<td>140.8616</td>
<td>124.1923</td>
</tr>
</tbody>
</table>

Note: Quintile 1 corresponds to the poorest quintile.

Table 5 reports the welfare cost \( \Delta(\mu_\alpha) \) of continuous ambiguity. Notice that these costs are much smaller than in the binary ambiguity case. But this is intentional and not surprising, because we have chosen a very small variance of ambiguity. Individuals don't know their exact survival probabilities, but they are highly confident that their survival probabilities fall into a narrow range. Thus, we would expect the cost of ambiguity to be dramatically smaller than for the case when ambiguity is more pronounced.

To compute the welfare losses \( \Delta(\mu_\alpha) \) for each income quintile, we will follow the assumptions made in the body of the paper: we set the coefficient of relative risk aversion to \( \sigma = 3 \), the utility discount rate to \( \rho = 0 \), and the real interest rate to 2.9% per year, which in our model implies \( r = 75 \times 0.029 = 2.175 \).

Table 5 reports the welfare cost \( \Delta(\mu_\alpha) \) of continuous ambiguity. Notice that these costs are much smaller than in the binary ambiguity case. But this is intentional and not surprising, because we have chosen a very small variance of ambiguity. Individuals don't know their exact survival probabilities, but they are highly confident that their survival probabilities fall into a narrow range. Thus, we would expect the cost of ambiguity to be dramatically smaller than for the case when ambiguity is more pronounced.
The significant finding here is that ambiguity continues to be highly regressive. The welfare cost to individuals in the poorest quintile is twice the cost to individuals in the richest quintile.

Table 5. Welfare Cost of Continuous Ambiguity by Income Quintile

<table>
<thead>
<tr>
<th>Quintile</th>
<th>Welfare Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0034%</td>
</tr>
<tr>
<td>2</td>
<td>0.0025%</td>
</tr>
<tr>
<td>3</td>
<td>0.0023%</td>
</tr>
<tr>
<td>4</td>
<td>0.0020%</td>
</tr>
<tr>
<td>5</td>
<td>0.0017%</td>
</tr>
</tbody>
</table>

Note: $\mu_1$ corresponds to the poorest quintile and $\mu_5$ corresponds to the richest quintile.
Figure 1. Calibration of Mortality and Binary Ambiguity by Income Quintile

Note: Solid lines are data. Dashes and circles are calibrated.
Figure 2. Variance of Binary Ambiguity by Age and by Income Quintile

Note: $\sigma^2(t|p) = (1 - p)p[\Phi(t) - \bar{\Phi}(t)]^2$
Figure 3. Consumption under Binary Ambiguity by Income Quintile

Note: Dashed lines are consumption under ambiguity. Circles are consumption when the health type is known in advance.
Figure 4. Fair Comparison of Consumption under Binary Ambiguity

Note: Plus marks are consumption under ambiguity. Circles are consumption when the survival type is known in advance.
Figure 5. Welfare Cost of Binary Ambiguity

Note: The circles are an example of a fair comparison of two individuals who share the same variance of ambiguity.
Figure 6. PDF $\theta(\alpha)$ for Continuous Random Variable $\alpha$

Note: Expected probability of survival to $t$: $\int_0^1 \theta(\alpha)[\alpha \Phi(t) + (1 - \alpha) \bar{\Phi}(t)]d\alpha$